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Introduction 

Technology occupies a major role in various areas of our modern life. This role is 

fundamental and can never be dispensed with. Technology is now found in the various types 

of devices that we use in everyday life, such as the mobile phone, smart watch, and many 

other household items. Also, don't forget the military fields. Without technology, radars 

could not be built, directing missiles and aircraft with precise accuracy, tracking targets ... 

where here there must be an element of high-speed response that a person cannot provide. 

And many, many other applications in the medical fields, highly efficient medical diagnosis 

and various surgical procedures. In automated manufacturing applications where we now 

see automated mega factories operating using technology and requiring very little human 

intervention. 

What is amazing about technology is that it never stops updating, developing and 

improving, especially in the past 30 years there is a terrible technological acceleration. That 

is, we cannot say so-and-so invented an ideal device that could not be better. On the other 

hand, this means that in every technology seen today there are certain defects or incomplete 

aspects that sometimes make them vulnerable to penetration and thus a violation of user 

privacy. Today, we see a terrible competition between technology giants in all fields to find 

a better product than all the products of other companies. This process of development drains 

large amounts of money and long working hours for many researchers, developers and 

scientists. But if the development process succeeds and a new product is found, this returns 

with huge profits and money for the developing company or the developing team, which is 

multiple times more than what was spent on the development process. 

If we wanted to materialize the word technology with concrete things in real life, we 

would start with an endless list of products. The mobile devices, surveillance cameras, and 

nano sensors in our personal devices are technological products. There are also the arms of 

automated robots, military robots, loading and unloading robots, modern smart missiles, 

sensors and programs of modern transportation means, manufacturing and canning lines of 
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all kinds, drones and unmanned airplane, 3D printers, CNC machining, shearing and cutting 

machines, Medical diagnostic devices, interactive auxiliary home robots .... . 

No one can imagine our daily life without these technological products. They have an 

effective, fast-acting and intelligent role in many activities, and they really deserve that 

importance for many reasons, the main of which are: 

➢ Economic growth: Significant improvements in agricultural productivity have 

altered the way people function in Europe, free farmers to do other activities and allow 

them to move to the city and establish industrial career. The shift from handcrafted to 

automated products increased productivity, directly impacting living standards and 

growth. 

➢ Increased luxury: in general, innovation and economic growth increase welfare 

because living standards rise. According to the Brookings Institution, life expectancy 

is higher in countries with per capita GDP. Other research also shows that there is a 

link between innovation and self-luxury. 

➢ Reducing disease, poverty and hunger: What comes to reduce hunger, for example, 

agricultural productivity is crucial in developing countries where the next population 

boom is likely to occur. Smallholder farms in developing counties play an important 

role as up to 80% of food is produced in these communities. 

➢ Increased productivity: Economic growth is driven by innovation and technological 

improvements, which reduce production costs and enable production to increase. If 

we look at this from an enterprise perspective, different automation solutions reduce 

manual and repetitive work and release time for more important tasks and value 

creation. 

➢ Speed and accuracy of implementation: Robotic products enabled us to 

manufacture a large number of products with precision, professionalism, aesthetics, 

and very great speed if compared with the same production by humans. A good 

example of this is laser cutting and lathe fabrication, where we get super-accurate 
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products very quickly. Sometimes some products cannot be reached without these 

technological technologies. 

It is very important to know that the manufacture of any modern product requires the 

intervention of multiple sciences that are consistent and interact with each other to reach the 

desired goal. And in our time, we do not mean only those sciences like physics, chemistry 

and programming ... Science has become more specialized and branched. There is traditional 

control science, adaptive control science, mathematical modeling, mechanical design, image 

processing science, computer vision science, objects recognition and tracking science, 

virtual reality, augmented reality, machine education, neuronal networks and many other 

sciences. 

For example, we rarely can talk about objects recognition and tracking without 

incorporating the science of image processing and computer vision. As it often requires the 

existence of optical sensors (often cameras) that record sequential snapshots or video stream 

of the subject. Then comes the role of image processing and the computer vision that takes 

upon itself the task of identifying the objects in many different ways related to each of the 

environment in which the target moves, the object geometrical and color information, and 

the nature of movement. Finally comes the role of objects tracking science that uses the 

camera information, and the information provided by the science of image processing as 

input to the tracking algorithm. 

This research represents a combination of three applied sciences: image processing, 

computer vision and robotic arm control. The most important part of this research is to 

present a new study and application of the frequency estimation algorithm in objects tracking 

and predict their future trajectory for the next 10-15 seconds. 

Also, this research serves as a tester of the accuracy of tracking systems in small 

environments like room, or big hall. In other words, if someone developed an algorithm for 

objects tracking, then the software product of this research serves as tester of the accuracy 

of that algorithm.   
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What is this research based on? 

According to the important theorem formulated by the French mathematician Jean 

Baptiste Joseph Baron Fourier, any periodic function, no matter how trivial or complex, can 

be expressed in terms of converging series of combinations of sines and/or cosines, known 

as Fourier series. Therefore, any periodic signal is a sum of discrete sinusoidal components. 

This research is dedicated to answering the following question: 

 

 

So, once we observed the object (took enough information about his trajectory for 

some interval of time) we analysis the movement pattern to find what frequencies it contains. 

The method to estimate the frequencies is explained later. We can’t use Fast Fourier 

Transform (FFT) to find the frequencies, this will be clarified later too. Once we estimated 

the frequencies, we can generate the future trajectory of the object. To test the accuracy of 

our algorithm, we use an arm robot that try to grip the object, in the time after the observation 

finished.  

The use of such a system in essentially in tracking objects, in the time when we lose 

the connection with the object or we can’t detect it. For example, in Figure 0.1, if we are 

tracking cars and label them at a continuous matter, then because of some obstacles (like 

trees), two or more objects get lost. We can by generating the future trajectory of each car 

predict their future positions, so that we would not lose the first label we assigned. 

Can we estimate the future trajectory of an object if we 

observed that object for some interval of time? 
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Figure 0.1 – example of cars tracking with existing obstacles 

The same principle is applied when tracking missiles or drones. When we get in a 

situation of radar jamming, we can use the observed trajectory of that missile/aircraft/drone 

to predict where it is going to be in the next few seconds (until we can track it again with the 

radar). This is not the case for all types of missiles or drones. There are missiles that moves 

in totally arbitrary pattern and could not be predicted. On the other hand, there are plenty of 

missiles that travel huge distances with predefined trajectory. 

It is to be noticed that this process is repeated as much as we need to track the object. 

This process could be represented as cycle (see Figure 0.2). 
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Figure 0.2 – tracking cycle 

This research is the starting point of such systems. There are a lot of work in this field. 

And the required software for such systems is quite heavy. 
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1 Overview of existing technical solutions 

1.1 Object estimation/detection and tracking 

A system to detect and track moving objects was represented in Erokhin 2017[1]. Such 

a system could be implemented onboard and used for unmanned aircrafts. Here a video 

stream is processed, and we have no information about objects we are tracking. in other 

words, we don’t know the nature of that objects. This work is divided into multiple steps: 

• To find the Euclidian transformation between the consecutive frames. An 

algorithm based on phase correlation used to estimate rotation and shift between 

consecutive frames. This helps us in background estimation process. The later 

process is used in moving objects detection process. 

• The fact that we don’t have any information about the object leads to the need of 

both background and object estimation. A mathematical model is developed for 

image estimation. It assumes that for one object, we have a binary representation 

of it called L, then an observed frame equal to the summation of three elements: 

➢ Convolution of object image with L. 

➢ Convolution of background image with complement of L. 

➢ Normal Gaussian noise. 

Due to some errors of estimation, the author came with the idea of 

representing the object using two or more segments. It means that one object is 

detected as two or more objects. This is later processed in tracking algorithm. 

• Objects tracking: this task was done using trajectory graph. This graph represents 

the correspondence between the list of tracked objects ‘TO’ and the list of segments 

detected ‘S’ in the current frame.  The correspondence is quantitative and 

represented as a Euclidian distance between TO and S.  
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To reduce the calculation cost of Euclidian transformation, the author used a window 

128*128 or 256*256 inside the image, and tried to make a good match between them. The 

larger the window is the more accuracy the calculation is.   

 

Sang 2013[2] work describes a vision system to detect moving objects on a conveyor 

belt, then use arm robot to pick the objects. The main two tasks solved here are objects 

recognition and tracking. 

Detection task: here a 6-DOF arm robot is used. The vision sensor is attached 

to the end-effector. Since the camera is stationary, and the background is not changing, 

then the detection task could be solved by subtraction of two consecutive frames. This 

solution provides suitable calculation speed for real time detection, especially if the 

vision sensor provides gray images. 

Tracking task: in general, the conveyor belt has a constant speed. But the author 

supposed that may one conveyor functions on multiple values of speed. For this 

reason, the speed is measured by dividing the passed distance on the time needed to 

pass it.  

The system works in the following order: 

1. Acquire images during fixed time period. 

2. If an object was detected go to 3, else go back to 1. 

3. Acquire another frame to detect the conveyor speed. 

4. Calculate the future position of the object. 

5. Stop images acquiring process, move the arm, pick and place the object. 

6. Go back to 1. 

The arm motion was optimized so that needed time to move arm from point A to B is 

minimum. This is done by optimizing the robot trajectory. 
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The discussed approach in Tsarouchi 2013[3] aspires to replace the manual ways for 

packaging, by fully automated lines equipped with vision sensors and a robot arm. The 

image-based vision system presented in this paper belongs to the category "Static in the 

workspace". The system is tested on shaver knobs that look perfectly identical. The system 

was built in the following sequence: 

1. Calibrate the digital camera, so that we can make some real measurement on the 

shaver handle from 2D image. 

2. Extract feature points on shaver handle. The shaver handle could lay on in three 

different ways; back up, laying on its side and back down. for each of the said laying 

ways there are different algorithm to pick the shaver handle.  

3. Use information from camera calibration and detected features to calculate the real 

coordinates of target points on the shaver handle and to detect the orientation of shaver 

handle. 

4. Send appropriate commands to the arm robot to pick and place the objects. 

The accuracy and errors of object position detection was measured with the help of 

millimeters paper the is placed under the working area. It has been found that relative error 

in the axis X and Y respectively are 1.975% and 3.572%. 

The error value is large enough to cause a failure in the picking process in many cases. 

For such a system with unchangeable z axis, it is recommended to repeat the calibration 

process, because it is the one that provides mapping between 3D world and 2D image. 

 

Shen 2009[4] represents a novel location prediction model. The new model is based 

on grey theory. It uses this theory to predict the future location of objects move with 

uncertain pattern. 

The main idea of prediction is the following: 

1. Suppose we have dataset ‘S’ about the position of an object in 3D space. 
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2. Divide the data set ‘S’ into m mini data set such that each mini dataset satisfies the 

condition of correlativity sequence: 

i j i jx x y y − + −   

Where  is a value selected to be appropriate for the application. It represents 

to what degree the data is correlative. Those mini data sets called division sets SDi. 

Pseudo-code to find SDi is: 

 

3. For each division set calculate two functions Fi, Gi. those functions are calculated 

using the Algorithm GM(1,1). 

4. Find the future position of our object using the following relations: 

 

The negative side of such an approach is it could predict the future position for 

maximum five seconds after the last position of the object was taken, later it has no 

information how this object will act. 
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Husain 2014[5] represents a new approach to track moving object in 3D space using 

depth sensor. problem statement is: given an object moving in 3D space in arm robot 

workspace, build a vision and control system to control the arm robot such that distance 

between object and End-effector will stay smaller than a threshold value h. 

The system works according to the following sequence: 

1. Initialization: user select an object to track by drawing a box around it. 

2. Kinect camera provides us with depth map. This map is used to obtain 3D position of 

the object. A mathematical model is used for that, takes camera position with relative 

to world coordinate system as an input. Also the orientation of the object is detected 

here. Taking the first orientation in step1 as the unity orientation. 

3. The Inverse kinematic solution is used to obtain the desired joints values. 

4. Trajectory planning achieved using Dynamic Movement Primitives Algorithm DMP. 

5. Desired trajectory is sent to the controller. The last generates the torque commands 

and sent the appropriate signals to the arm. 

6. Calculate the distance between End-effector and tracked object using vision 

information and forward kinematic solution. 

7. If the error: 

 

Is below a threshold value, then stop tracking else go back to step 2. Where 

0,e ,pe   are the position error, orientation error and half the length of the bounding 

box respectively. 

 

Alahi 2016[6] carried out a study on predicting the future trajectory of people based 

of their past trajectory. 
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LSTM-based model was introduced (Long Short Term Memory). This model can meet 

across multiple individuals to predict human paths in a scene. The researchera use one LSTM 

per track and share information between LSTMs by introducing a new social gathering layer. 

They refer to the resulting model as "Social" LSTM. The proposed method outperforms the 

most recent in two publicly available data sets. In addition, we show qualitatively that Social-

LSTM successfully predicts different non-linear behaviors resulting from social interactions, 

such as a group of individuals moving together. 

This approach takes in consideration that people may change their motion based on 

the behavior of other people around them. Person may stop for a sec, or wait to accommodate 

a group of people towards him. 

The model was tested on multiple datasets to predict future trajectory in the next 5 

seconds. Trajectory prediction error was compared with results of other methods used for 

the same purpose. The predicting error is one of the smallest between the used methods. 

 

Wiest 2012[7] carried out a study on predicting future trajectory of cars for some 

seconds in advance. The goal of this research is to help driver assistance systems in avoiding 

accidents as much as possible. 

The observed trajectory of the car is represented in 2D space as a sequence of X,Y 

coordinates with timestamps of the form: 

 

To obtain an uniform representation of all trajectories, the researcher uses Chebyshev 

decomposition on the three elements of the trajectory (X,Y and time). The coefficients of 

the obtained polynomial are used as input to the probabilistic model which is used to predict 

future trajectory. 
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Instead of learning the regression function, the observed motion patterns in the past 

are used to deduce the probability distribution as the motion model. Probability modeling 

allows the conversion of statistical parameters to the x-field of a vehicle's coordinate system. 

For the evaluation of the proposed algorithms, a dataset of which consists of 69 real 

world trajectories is used, recorded at three different intersections with varying maneuvers 

(passing straight, left and right turns). 

 

1.2 Frequency estimation 

Borisov 2017[8] represents a useful use of the so-called dynamic regressor extension 

and mixing (DREM) to track a multi-sinusoidal signal. And the result was tested using web 

camera, arm robot and LCD screen.  

The author considered LTI system of the form: 

 

The problem statement is to find a control law such that the error e goes to zero. Given 

that the reference signal ( )g t  is a combination of biased sinusoidal signals with different 

frequencies.  

In the carried-out experience, it had been shown that DREM has big advantage on the 

well-known gradient method for frequency estimation. DREM is faster and more stable. In 

MATLAB simulation it has been shown that both DREM and Gradient method are stable 

but DREM is faster. In real life, due to the fact that camera sensor doesn’t give us information 

without disturbance, DREM has proved to be less sensitive for disturbance. 
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1.3 Camera calibration 

Doganis 2020[9] published an invention which represents a modification for Zhang 

method for digital camera calibration. The new approach uses a calibration pattern with the 

following procedure:  

a. Display the calibration pattern on a video screen. 

b. Acquire a video stream in which the said pattern exists. 

c. Determine the required modification for calibration pattern and make the screen 

display it. 

d. Repeat steps from a to c until acquiring good video stream for calibration. 

e. Calibrate the camera. 

Zhang method for calibrations include: 

1. Print calibration pattern using laser printer. 

2. Measure the printed pattern because it could be scaled by the printer. 

3. Ensure the pattern to be straight by gluing it on a rigid flat surface. 

4. Place the pattern in front of camera and move it so that we acquire images that 

comprise the said pattern in all sides of camera view (up, down, left and right). 

This invention is superior to Zhang method by: 

• Steps 1,2 and 3 in Zhang are tedious to be done. Because in order to maximize the 

calibration process, we should be accurate in creating the calibration pattern and 

measuring its size. 

• Step 4 is time consuming. The reason for that is the number of rejected images in 

calibration process. Because of that rejection we may need to acquire images many 

times. 

Invention fields of application are Augmented reality, where we need to place virtual 

objects in the real scene in the appropriate position. This include good estimation of distance 
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between surfaces and camera. Also, whenever an accurate camera calibration is required, 

this invention could be used. 

 

Zhang 2000[10] represents a new flexible method for camera calibration. It only 

requires the camera to observe a chessboard in different orientations (at least two). The main 

point is to solve the closed-form mathematical model proposed by the author. 

This research shows an impressive improvement of performance over the two used -

in the past- techniques for camera calibration which are: Three-Dimensional reference 

camera calibration and Self-calibration. 

Three-Dimensional reference camera calibration requires a 3D object with 

precisely known geometric configuration, such an object in expensive and requires 

elaborate setup. 

Self-calibration involves moving the camera in a static scene. Later some 

feature points are extracted from multiple images which contain the same objects. 

Those feature points are enough to estimate the internal and external parameters of the 

camera. However, using this method we cannot always obtain reliable results, because 

we need to estimate so many parameters. 

Proposed calibration procedure is achieved according to the following steps: 

1. Print a chessboard pattern using good quality printer and attach it to a planar 

surface. 

2. Acquire multiple frames for the pattern with different orientations, either by 

moving the camera or the pattern in 3D apace. 

3. Detect feature points of the pattern in the acquired images. 

4. Estimate intrinsic and extrinsic parameters by solving the closed-form 

mathematical model. 
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2 System Description 

Since it is quite difficult to have a real object in the laboratory that moves with 

moving patternЫ combined of multiple periodic signals like the ones shown in Figure 2.1, 

we decided to create that object in Simulink. The object will move on an LCD screen. The 

vision sensor is a web camera.  

 

Figure 2.1 – examples of periodic trajectory patterns 

2.1 Laboratory equipment 

As mentioned earlier, the accuracy of the algorithm will be tested by forcing the end 

effector of a manipulator to be in as small as possible distance from the target as if it going 

to grip the object at each moment of the trajectory. The used manipulator is “KUKA 

youBot manipulator”.  

The camera is attached to the last link of the manipulator as in Figure 2.2. During the 

observation process, the manipulator takes a configuration so that camera sees the whole 

screen (Figure 2.3). Thus, our system, as hardware, consists of three parts; camera, screen 

and manipulator. Below we provide a brief description for each one of them: 

• Camera: it is “Logitech c170”. This is a web camera with maximum resolution of 

640x480 pixels. The resolution could be set to smaller one. Since our target is 

moving on 2D screen, one camera is enough for this research. The distance from the 

screen could be obtained by camera calibration. However, in real life, this camera is 

not suitable for tracking systems. We will be in need for camera with special 

features and better specifications. 
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Figure 2.2 - Logitech c170 attached to youBot End-effector 

• KUKA youBot manipulator: it is an educational manipulator from the Germany 

company KUKA. It is a small manipulator with maximum height 655mm. The KUKA 

youBot comes with fully open interfaces and allows the developers to access the 

system on nearly all levels of hardware control. It further comes with an application 

programming interface (KUKA youBot API), with interfaces and wrappers for recent 

robotic frameworks such as ROS or OROCOS, with an open source simulation in 

Gazebo and with some example code that demonstrates how to program the KUKA 

youBot. The platform and the available software shall enable the user to rapidly 

develop his/her own mobile manipulation applications. 

• LCD screen: it is a totally flat screen from ViewSonic. This screen is located at some 

distance from the manipulator. The distance should not be large, because the 

manipulator should be able to reach each point from the screen. The distance between 
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youBot and screen in unknown. The orientation of the screen is also unknown. Those 

parameters will be estimated using camera calibration. 

 

Figure 2.3 – System Hardware 

2.2 How does the system function? 

This section is dedicated to clarify step by step how the entire system functions. There 

are several steps to accomplish the tracking process. Each step is explained in detail. 

However, there are some steps that are explained briefly here; we just refer to the input and 

the output of those steps. The reason is those steps are explained in previous/coming separate 

sections. Figure 2.4 represents flowchart of the system.  
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Figure 2.4 – system flowchart 

First, we place the manipulator and the LCD screen so they face each other. Remember 

that the distance between them should be in a range, for which the manipulator can access 

each point of the screen. No need to measure that distance. Also, no need to know the 

orientation of the screen. After that we start performing the following steps: 

A. Choose a chessboard pattern with even number of squares in column and odd number 

of squares in row. Display that pattern on the LCD screen. Then send commands to 
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the manipulator, so that it takes a specific configuration for which the camera sees the 

whole screen. 

B. Open MATLAB calibrator. Write a program that command youBot to take different 

configurations (at least two, to optimize and obtain good results take 15 frames) with 

time interval between those configurations. At each time interval, acquire a frame for 

the screen. We need at least two different frames for different orientations of the 

screen. Once one acquires enough frames, he needs to press calibrate. the calibrator 

asks to enter the real size of a chessboard square in millimeters. Then wait a little bit, 

save the calibration results in MATLAB workspace. The calibrator offers a 

representation of camera and screen locations with respect to each other’s. Figure 2.5 

is an example for that. 

 

Figure 2.5 – camera and screen locations representation with respect to each other’s 

C. Open the Target model in Simulink (in later section we describe how to build that 

model). Choose the movement function of it. And press “run simulation”. Go execute 

the function Main which send a command to run Target model. Also, this function 

calls many other functions. Each one performs a specific task. All the coming 

functions are called by Main. But here we continue to say “call function 

FunctionName” which should be interpreted as “the function Main calls the function 

FunctionName”.  

D. Call function “observe()”. This function detects the moving pattern of the Target. It 

takes frame each 100 mSecond. For each from the Target is detected. When Target is 
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detected, his coordinates and frame time are stored as a pair <time, coordinates>. 

When the program fails to detect Target in some frame, the value NaN is stored as 

coordinates. This is useful to check how the data is good before estimating the 

frequencies. If the pattern contains big number of NaNs, a message will pop up says 

that data is bad to perform tracking. this process in repeated 15 seconds. After it the 

camera will be turned off.  

E. Call the function “math_model()”. This function returns the homogeneous 

transformation between the youBot base and screen coordinate system (see Figure 

2.6). It takes data from camera calibration (rotation matrices and translation vectors), 

data about youBot configurations during calibration, data about the mathematical 

transformation between camera and the End-effector. Each one of those data is HT. 

By multiplying those three HTs together we get one HT represents the transformation 

between youBot base and screen coordinate system. 

 

Figure 2.6 – system coordinate frames 

F. Call the function “enhance()”. This function prepares the detected pattern to be a good 

input for DREM (Figure 2.7 is an example). Because DREM is sensitive to the 

amplitude of input signal.  “enhance()” involves three operations: 

a. Performing interpolation to remove NAN values. 

b. Modifying the signal amplitude. 
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c. Performing another interpolation to add extra mid-points to the pattern. 

 

Figure 2.7 – an example clarifies enhance() functionality 

G. Call the function “DREM()”. This function takes, as an input, the enhanced pattern, 

and return the estimated frequencies existed in that pattern. This process is performed 

according to DREM. A complete description of DREM is mentioned in a separate 

section later. Also, the mathematical prove of it is explained in [11][13]. 

H. Call the function “find_current_position()”. This function is the last step before 

beginning of tracking. we already estimated the frequencies. But to predict the future 

trajectory we need to know at which point of the signal we stopped observing the 

Target.  

I. Call the function “tracking()”. This function calculates the Target coordinates on the 

screen with respect to youBot base coordinate system, then start following it by trying 

to keep the end-effector as near as possible from the object. 
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3 Implementing system software with MATLAB, Calibrator and Simulink 

This chapter explains five items: 

1. Preparing MATLAB environment to connect with image acquiring device (web 

camera Logitech c170). 

2. Generating the Target in Simulink. 

3. How to use “Vredit terminal” in MATLAB. 

4. Pinhole camera model. 

5. Using MATLAB camera calibrator to perform camera calibration. 

Each item is described in details in the following subsections. 

3.1 Preparing MATLAB Environment 

Before starting work on programming the vision system, we must establish the 

connection between MATLAB and the image acquisition device (web camera). In 

MATLAB, if we want to check the existed acquisition devices, we use the following 

function: 

 Imaqhwinfo(); 

Which returns a structure that contains information about the image acquisition 

adaptors available on the system. An adaptor is the interface between MATLAB and the 

image acquisition devices connected to the system. The adaptor's main purpose is to pass 

information between MATLAB and an image acquisition device via its driver. 

If we didn’t install Hardware Support Packages, we will get a result like this: 

 

Which means no image acquisition adaptors were found.  
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To install the support package, we go to Add-Ons explorer (Figure 3.1). We type in 

search box “Image Acquisition Toolbox Support Package for OS Generic Video 

Interface” and install it.  

 

Figure 3.1 – MATLAB Add-Ons explorer 

Again we call the function Imaqhwinfo(); the result will be: 

 

So, our interface to the image acquisition device is ‘winvideo’. 

The next step is to construct a video input object and connect with the detected web 

camera. This object will be used in the image acquisition process. We can do that using the 

following function: 

 vid = videoinput('winvideo'); 

To view web came properties we use the function: 

 Vid_props = getselectedsource(vid); 

In our case we have the following properties; 
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To preview a stream of image frames we use: 

 preview(vid); 

Now easily we can Acquire a single image frame: 

 frame = getsnapshot(vid); 

It is important to switch the image frames stream on first before acquiring images, 

because it saves a lot of time. To clarify this point we did the following experiment: 

 

As we can see acquiring images after the switching the stream on is 218 times faster than 

acquiring images without switching the video stream in advance. 

3.2 Simulink ball model 

The main block in this model is “VR Sink”. This block takes .wrl file as source file. 

According to how the .wrl file was built, VR sink takes more inputs. Ball model shown in 

Figure 3.2. 

 

Figure 3.2 – Simulink scheme of the Target 
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‘X, Y and Z generator’ is a subsystem provides input signal to VR Sink scheme of 

which is shown in Figure 3.3. 

 

Figure 3.3 – X, Y and Z generator 

Open “VR Sink” block, you get a new window shown in Figure 3.4 

 

Figure 3.4 – VR Sink video display 

In Figure 3.4, choose simulation→Block Parameters then you get new window shown 

in Figure 3.5. 
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Figure 3.5 – VR to video parameters 

In source file press browse and choose the .wrl file you created (it is explained in next 

subsection). In “Virtual World Tree” check both ‘translation’ and ‘radius’ checkboxes. 

Sample time is chosen so that it is suitable to the camera used. Lower sample rate means 

slower object movements and vice versa.  

 

3.3 MATLAB Virtual World Editor 

Ball model was created with the Virtual World Editor which can be accessed by 

typing: 

>> vredit 

In command window in MATLAB. The default window is shown in Figure 3.6. 
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Figure 3.6 – start window in vredit 

We need this model to take x, y and z coordinates as input, also we need it to take ball 

radius as another input. This is necessary to simulate our system when distance between 

screen and arm is changed from one experiment to another.  

Here are steps to create the ball model: 

1. Under ‘Root’ node add “WorldInfo”. 

2. Under ‘Root’ node add “group→transform”. 

3. Under ‘Children’ node add “common→shape”. 

4. Under ‘Geometry’ node add ‘geometry→sphere”. 

5. It is necessary to change the name of each element you add. 

Object tree is similar to what is shown in Figure 3.7. 
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Figure 3.7 – Target tree in vredit 

The whole design is show in Figure 3.8. 

 

Figure 3.8 – complete design of Target in vredit 

3.4 Camera Calibration 

Before starting with camera calibration, we need to explain the pinhole camera model. 
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3.4.1 Pinhole camera model: 

Camera is a mapping device from 3D world to a 2D image. This mapping could be 

formulated as: 
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So, the dimensions of the matrix P are 3x4. Consider the geometric representation in 

Figure 3.9: 

 

Figure 3.9 – elementary representation of 3D point in camera frame 

The point X in the 3D world is mapped to the 2D plan as x. x is represented in image 

plane as: 
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In fact, the camera and image have different coordinate systems as shown in Figure 

3.10.  
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Figure 3.10 – image CS0 alignment from camera CS 

Which means that matrix P should change to: 
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Matrix P can be decomposed to: 

( )

( )

.                                                                             3.5.1

0 1 0 0 0

0 . 0 1 0 0                                        3.5.2

0 0 1 0 0 1 0

x

y

x P X

f p

P f p

=

  
  

=   
     

 

let's state the result now: we got a mapping between 3D point represented in camera 

coordinate system and 2D point allocated in image plane and represented in the same 

coordinate system of 3D point. 

In general, there are three not just two coordinate systems as show in Figure 3.11. 

 

Figure 3.11 – general representation of World, Camera and image CSs 
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So, a point in world coordinate system need a conversion to be represented in camera 

coordinate system. This conversion is written as: 

( ) ( ).                                                                3.6WR X C−  

Substituting 3.6 in 3.5 yields: 
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A well-known notation for those parameters is: 

P : camera matrix. 

K : intrinsic parameters. 

R t   : extrinsic parameters. 

In case camera sensor is skewed, which is the general case, another parameter s  is 

added to camera matrix: 
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3.4.2 Camera calibration: 

Camera calibration performed according to the approach represented by Zhang [10] 

and improved in [9]. More specifically this was done using the “Camera Calibrator” from 

MATLAB. Figure 3.12 represents the main window in MATLAB camera calibrator. 
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Figure 3.12 – main window in calibrator 

This calibrator has a user-friendly interface. User task is just to choose photos and 

then press calibrate. Once calibration is done, we need to save camera parameters by pressing 

on “Export Camera Parameters”. Calibrator offers a useful representation of camera and 

screen plane locations (see Figure 2.5 as an example of this representation). 
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4 KUKA youBot arm manipulator 

A short description from the KUKA youBot manual is quoted:  

“ The KUKA youBot comes with fully open interfaces and allows the developers to 

access the system on nearly all levels of hardware control. It further comes with an 

application programming interface (KUKA youBot API), with interfaces and wrappers for 

recent robotic frameworks such as ROS or OROCOS, with an open source simulation in 

Gazebo and with some example code that demonstrates how to program the KUKA youBot. 

The platform and the available software shall enable the user to rapidly develop his/her own 

mobile manipulation applications. 

Giving full access to nearly all levels of control of the robot comes at a price, however. 

It allows the customer to access and control each of its actuators and sensors directly as he 

or she thinks is best. Customers can develop applications whose functionalities are only 

limited by the KUKA youBot’s kinematic structure, its drive electronics, and motors.” 

It is essentially for us to solve the forward and inverse kinematic tasks of the arm. 

youBot arm geometric configuration is shown in Figure 4.1. 

 

Figure 4.1 – geometrical dimensions of youBot manipulator 
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4.1 Forward Kinematic task 

To build D-H table we need to assign coordinate frames. We can carry out the 

assignment of those frames according to the following rules: 

1. Place the 
iZ  axis in the direction of joint axis. 

2. Place 
iX  in the direction of the common normal of 

1,i iZ Z −
. 

3. 
iY  is then deduced using the right-hand rule. 

The result is shown in Figure 4.2. 

 

Figure 4.2 – joints coordinate frames in youBot 

Where: 

( )1 2 3 1 50.033, 0.155, 0.135, 0.147, 0.218                                    4.1a a a d d= = = = =  

measurement unit is meter. To fill D-H table, The following rules must be followed: 

1. ia : is the distance along the axis ix  from io  to the intersection of the ix  and 1iz −  axes. 
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2. 
id : is the distance along the axis 

1iz −
 from 

1io −
 to the intersection of the 

ix  and 
1iz −
 axes. 

id  is variable if joint i  is prismatic. 

3. 
i : is the rotation angle around 

ix that 
1iz −
 needs to become in the direction of  

iz  . 

4. 
i : is the rotation angle around 

1iz −
that 

1ix −
 needs to become in the direction of  

ix  . 

 

Table 4.1 – youBot DH parameters 

` ia  i  id  i  

1 1a  / 2−  1d  
1  

2 2a  0 0 2  

3 3a  0 0 3  

4 0 / 2  0 4  

5 0 0 5d  5  

 

According to DH, any homogeneous transformation between two consequences 

frames is represented as a production of four transformation: 

( )1 , , , ,. . .                                                         4.2
i i i i

i

i z z d x a xT R Trans Trans R − =  

In words: any homogeneous transformation between two consequences frames could 

be achieved by rotation around z, then linear transition on z, then linear transition on x and 

rotation around x. 

Where: 



51 

, ,

, ,

0 0 1 0 0 0

0 00 0
,

0 00 0 1 0

0 0 0 1 0 0 0 1
                 

1 0 0 0 1 0 0

0 1 0 0 0 1 0 0
,

0 0 1 0 0 1 0

0 0 0 1 0 0 0 1

i i

i ii i

i i

i i

i i

z x

i

z d x a

i

c s

c ss c
R R

s c

a

Trans Trans
d

 

  

 

 

−    
   

−    = =
   
   
      


   
   
   = =
   
   
   

( )                     4.3
 

The result of multiplication gives us HT as:  

( )1                                                     4.4
0

0 0 0 1

i i i i i i

i i i i i i

i i

i

ii

i

i

c s c s s a c

s c c c s a s
T

s c d

     

     

 

−

− 
 

− 
=  
 
  

 

 

4.2 Inverse Kinematic task 

As we said earlier, arm robot's mission is to verify How accurate the tracking 

algorithm is. This would be tested by forcing the end effector to follow the moving object. 

Our information about the object are the 3D coordinates in the youBot coordinate 

system. We have no information about the orientation of the object. Maybe one says that it 

is better to achieve the following task while the last link of the arm is always perpendicular 

to screen surface. But this is not possible with 5DOf robot arm. 

So here we introduce a new approach to solve the IK task for our system. It is called 

the IK trapezoidal method. With this approach we avoid every possible singularity. 

The main idea of this approach is: “slope of arm’s fourth link at any time is parallel to 

the line that connects  5O  and 1O ” in Figure 4.3. Consider the following scheme: 
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Figure 4.3 – a youBot configuration in trapezoidal method 

Which is a random 3D configuration of the arm. 2D representation of Figure 4.3 is 

shown in Figure 4.4  

 

Figure 4.4 – 2D representation of Figure 4.3 

The previous 3D representation allows us to obtain the inverse kinematic using 

triangular laws. This is done using this MATLAB code: 

 

 

 

 



53 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

q1 = atan(y_obj/x_obj); 

  

% calculate the trapezoid base length: 

l_1 = sqrt( (x_obj-a1*cos(q1))^2 + (y_obj-a1*sin(q1))^2 ); 

base = sqrt(l_1^2+(z_obj-d1)^2); 

ang_1 = acos((z_obj-d1)/base); 

a = base; 

b = a2; 

c = a3; 

d = d5; 

h = sqrt( (a+b-c+d)*(-a+b+c+d)*(a-b-c+d)*(a+b-c-d)/(4*(a-c)^2) ); 

m = sqrt( b^2-h^2 ); 

ang_2 = acos( (b*b+m*m-h*h)/(2*m*b) ); 

  

% q2 

q2 = ang_1 - ang_2; 

  

% q3  

q3 = ang_2; 

  

% q4 

n = a - m - c; 

ang_3 = acos( (n*n+d*d-h*h)/(2*n*d) ); 

q4 = ang_3; 

 

% we assume that the fifth joint is not moving at all 

q5 = pi; 

  

q = [q1 q2 q3 q4 q5]; 
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5 Dynamic Regressor Extension and Mixing (DREM)  

It is an algorithm for parameters estimation with enhanced performance. For classical 

linear regression forms, DREM ensures convergence without the irritating condition of 

persistent excitation. 

DREM consists of two main stages: 

1. Generate a new regression format via the application of dynamic operator on the 

original regressor. 

2. Generate a convenient mix of these new data to obtain the desired regression format. 

To the desired regression we will apply standard parameters estimation techniques.  

5.1 DREM mathematical model: 

In this research we are not going to go through the mathematical proof of DREM. 

Here we point out the necessary procedures to carry out frequency estimation in an input 

signal. 

We refer to the pattern detected by the camera as ( )ĝ t . Which is the input signal to 

DREM. Filter the signal with Hurwitz filter of the form: 

( )
( )

( )
2

2
ˆ                                                    (5.1)

l

l
t g t

p





=

+
 

Where ( )
2l

p +  is a Hurwitz polynomial, /p d dt=  is the differentiation operator, 

l  is the number of frequencies existed in the input signal. 

Next, construct the following linear regression model: 

( ) ( ) ( )(2 )                                                    (5.2)l Tt t t   = +  

Where ( )t  is an exponentially decaying term. The regressor is composed of 

consecutive derivatives of the filter: 

( ) ( ) ( ) ( )(2 2) (2)                                           (5.3)T lt t t t   − =    
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And the estimated vector is written as: 

1 1                                                    (5.4)T

l l   −
 =    

Elements of   are related with the following system of equations: 

1 1 2

1 2 2 3 12

1

1 2

                                              (5.5)

( 1)

l

l l

l

ll

   

     

  

−

+

 + + +=


− − − −=


 −=

 

Where 
2

i i = −  and 
i  is the 

thi  frequency in the input signal. 

At this point we can estimate frequencies using Gradient-based frequency estimator 

by the following law: 

( ) ( ) ( ) ( ) ( )( )(2 )ˆ ˆ.                                             (5.6)l Tt K t t t t    = −  

Where 
1 , 0lK K 

  . However, Gradient-based estimator is in its best cases twice 

slower than DREM. 

Choose 1l −  distinct delays  ( ), 1,2,..., 1id i l − , then set 1l −  filtered signals as 

follows: 

( ) ( )

( ) ( )

                                                    (5.7)

                                                    (5.8)

i

i

f i

f i

t t d

t t d

 

 

= −

= −
 

Using the previous new elements generate two new main vectors as follows: 
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( )

( )

( )

( )

( )

( )

( )

( )

1

:                                                    (5.9)   

:                                                      (5.10)

i

l

i

i

T

T

f

e

T

f

f

e

f

t

t
t

t

t

t
t

t













−

 
 
 

 =
 
 
  

 
 
  =
 
 
  

 

Where ( ) ( ) 1,l l l

e et t     . 

Define two new variables as follows: 

( ) ( ) 

( ) ( )  ( )

: det                                                       (5.11)

: .                                              (5.12)

e

e e

t t

t adj t t

 = 

 =  
 

The previous equations give us a set of l  equations: 

( ) ( )  .            : 1,2,3,...,                                 (5.13)i it t i l  =   

Thus, estimation law is written as follows: 

( ) ( ) ( ) ( ) ( )( )ˆ ˆ.                                (5.14)i i it t t t t     =  −  

Where 0i  . 

Below, just for instance, we carry out an application of DREM and Gradient-based 

frequency estimator on continuous input signal of the form: 

( ) ( ) ( )sin 3.54 sin 9.45                                            (5.15)g t t t= +  
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Figure 5.1 – w1 estimation with DREM (continuous line) and Gradient-based 

(dotted line) 

 

Figure 5.2 – w2 estimation with DREM (continuous line) and Gradient-based 

(dotted line) 

As you can see in Figure 5.1 and Figure 5.2, DREM (the continuous lines) much faster 

than Gradient-based frequency estimator (the dotted lines). 
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5.2 DREM implementation in Simulink 

DREM simulation in Simulink in not that easy, therefore we clarify (as an example) 

how to simulate it for a signal of the form: 

( ) ( ) ( ) ( )sin sin 2 sin 3g t t t t= + +  

The general scheme shown in Figure 5.3. 

 

Figure 5.3 – DREM scheme in Simulink 

From equation 5.1 we understand that input signal should be passed over a filter of the 

6th degree. But as shown in equation 3, we need the consecutive derivatives of ( )t . To 

obtain that we convert the filter to a state space. To do that we perform the following steps: 

1. Obtain the filter characteristic equation: 

6

6 5 2 4 3 3 4 2 5 6
              (5.16)

6 15 20 15 6
TF

s s s s s s



     
=

+ + + + + +
 

2. Find filter transfer function: 

3. Convert the filter to state space: 

syms lmda s 

degree = 6; 

denominator = (s+lmda)^6; 

char_equ = expand(denominator) 

filter = tf([lmda^6],[1 6*lmda 15*lmda^2 20*lmda^3 

15*lmda^4 6*lmda^5 lmda^6]) 

 

[A,B,C,D] = tf2ss(numerator, denominator) 

 

numerator = [lmda^6]; 

denominator = [1 6*lmda 15*lmda^2 20*lmda^3 15*lmda^4 

6*lmda^5 lmda^6]; 

f = tf(numerator, denominator) 
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2 3 4 5 6

. .

6 15 20 15 6

1 0 0 0 0 0

0 1 0 0 0 0
                  (5.17)

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

B= 1 0 0 0 0 0
T

A B g

A

 

     

= +

 − − − − − −
 
 
  

=   
  
  
  
   




 

Equation 15.17 could be written in another form as: 

2 3 4 5 6

1 1 2 3 4 5 6

2 1

3 2

4 3

5 4

6 5

. .

6 15 20 15 6

             (5.18)

A B g

g

 

           

 

 

 

 

 

= +


= − − − − − − + 


=



= 


= 
=

= 

 

This is enough to find the vector ( )t : 

( ) ( ) ( ) ( )2 4 6                                     (5.19)T t t t t   =     

And: 

( ) ( ) ( ) ( )6

1                                      (5.20)Tt t t t    = + =  

Figure 5.4 represents Simulink scheme of equations 5.17-5.20 implementation, which 

is the subsystem “state space” in Figure 5.3. 
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Figure 5.4 – Simulink scheme to convert transfer function to state space 

4. Implement equations 5.9 and 5.10 by simply adding two delay blocks with different 

delay values, then concatenate the resulting terms as shown in Figure 5.5. 

 

Figure 5.5 - equations 5.9 and 5.10 implementation 

5. Now estimate ( )ˆ t  using the following code: 
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6. To find out frequencies from ( )ˆ t  we need to solve the system of equations 

represented in equation 5.5. 

function d_vartheta_hat = 

fcn(Xi_e,Upsilon,adj_Upsilon,vartheta_hat) 

d_vartheta_hat = zeros(3,1); 

psi = det(Upsilon);  

Xi = adj_Upsilon*Xi_e; 

gama =11; 

d_vartheta_hat = gama*psi*(Xi - psi*vartheta_hat); 

 

function w = fcn(vartheta_hat) 

  

[a, b, c] = vartheta_hat(1:3); 

r2 = [0+0*i; 0+0*i]; 

p2 = [1 -a -b]; 

   d = sqrt(complex(p2(2)^2 - 4*p2(3))); 

   r2(1) = ( -p2(2) + d ) /2; 

   r2(2) = ( -p2(2) - d ) /2; 

r2 = real(r2); 

if (r2(1)<=0) 

    tta2 = r2(1) 

else 

    tta2 = r2(2); 

end 

r3 = [0+0*i; 0+0*i]; 

p3 = [1 -a+tta2 c/tta2]; 

   d = sqrt(complex(p3(2)^2 - 4*p3(3))); 

   r3(1) = ( -p3(2) + d ) /2; 

   r3(2) = ( -p3(2) - d ) /2; 

r3 = real(r3); 

if (r3(2)<=0) 

    tta3 = r3(2) 

else 

    tta3 = r3(1); 

end 
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7. Steps 4 through 6 are implemented in subsystem called “DREM” in Figure 5.3. The 

scheme of this subsystem is shown in Figure 5.6. 

 

Figure 5.6 – linear delays implementation 

8. Simulation results are represented in Figure 5.7. 

 

Figure 5.7 – frequencies estimation 

tta1 = a - tta2 - tta3; 

w = [sqrt(complex(-tta1)); sqrt(complex(-tta2)); 

sqrt(complex(-tta3))] 

end 
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5.3 Discrete DREM  

In real world, since we take frame each 100mSec, it means we are dealing with discrete 

signals. So, we can’t use the Simulink model of continuous DREM to estimate frequencies. 

We should implement the discrete counterpart of DREM. 

As we clarified in previous sections, to filter our signal and still being able to access 

the consecutive derivatives we converted the filter to state space. Here we need to convert 

the continuous state space to a discrete one. 

( ) ( ) ( )( )

      ( )( )

. .                                   5.21

1                          5.22d d

A t B g t continous model

k A k B g k discrete model

 

 

= +

+ = +
 

Matrices ,d dA B  are calculated according to those formulas: 

( )

( ) ( )1

                                                                        5.23

                                                       5.24

A t

d

d d n

A e

B A A I B



−

=

= −
 

Where ,A B  are the same as in equation 5.17, 
nI  is the unity matrix of size n (n is the 

size of A), t  is time interval between samples and: 

( ) ( )
( )

2

....                                 5.25
2 !

k

A t

n

A t A t
e I A t

k

  
 +  + + +  

Below we explain how to implement discrete DREM for an input signal with two 

frequencies. For signals with more frequencies, we need just to change matrices sizes. 

 

Figure 5.8 – discrete DREM, code part_1 
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Lines 13 through 20 in Figure 5.8 are responsible to convert the filter of degree 4 to 

continuous state space model. Lines 22 through 26 convert continuous state space to discrete 

one. 

 

Figure 5.9 – discrete DREM, code part_2 

 Lines 29 through 34 in Figure 5.9 initialize system variables, where dt  is time interval 

between samples, Ft  is observation time. In other words, Ft  is the time interval, through 

which we acquire frames from camera. Variables from line 30 through 34 are 

( ) ( ) ( )(4)ˆ ˆ, , , ,e et t t      respectively (see equations 5.4, 5.14, 5.20, 5.10 and 5.9).  

 

Figure 5.10 – discrete DREM, code part_3 

Lines 84 through 104 in Figure 5.10 estimate ̂ . Then we move to solving system of 

equations (see equation 5) to find frequencies. In our case we have two frequencies, so 

solving this system is quite easy. It is clarified in Figure 5.11. 
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Figure 5.11 – discrete DREM, code part_4 
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6 Real Experiments in Laboratory 

In this chapter, we present results of three real experiments were carried out. The first 

experiment was carried out in the laboratory of ITMO university. The last two were carried 

out in a normal room using mobile phone camera1.   Each experiment involves different from 

the other experiments moving pattern. For each experiment we proceed according to the 

following steps: 

1. Show the detected pattern. 

2. Estimate frequencies in the detected pattern. 

3. Generate future trajectory. 

4. Find tracking error. 

Experiment 1 was performed with a Target radius of 0.4, which means a quite big 

Target. This leads to a noisy detected pattern. This in turn leads to not stable (oscillating) 

DREM estimation. Experiments 2 and 3 were performed with a Target radius of 0.1, which 

means a quite small Target. This leads to a detected pattern with small amplitude noise. 

Which lead to more stable DREM estimation. 

Because of the situation described in (footnote 1) we draw the predicted future 

trajectory on the same frame in which we detected the movement pattern, so the tracking 

error is measured in pixels. This is a good and dynamic representation of the accuracy of our 

system, so you can know the real error tracking depending on how far the object surface is 

from the camera. 

As mentioned earlier, Target moves on the said LCD screen. Figure 6.1 is one of many 

frames captured with the camera. 

 
1 Research team started performing real experiments at the university in the same period when a decision was taken to 

close universities because of coronavirus. So, two of those experiments were carried out in the dormitory of ITMO. And because 

of the fact that research team no longer has access to youBot, system accuracy is tested by drawing the estimated future trajectory 

on the same frames acquired while the object was moving. And tracking error was so measured in pixels. 
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Figure 6.1 – example of acquired frame for the target 

 

6.1 Experiment_1: moving pattern of one frequency 

The ball object was assigned with the following moving pattern: 

( ) ( ) ( )3.3sin 2 . . 3.3sin 2 .0.318y t f t t = =  

This object was observed for what about 20 seconds. As we early said, we take frame 

each 100 mSec, for each frame we detect the object and store frame time and object 

coordinate. For this experiment the detected moving pattern is shown in Figure 6.2. 
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Figure 6.2 – detected moving pattern 

As we said earlier, we do enhancement on the detected pattern, so that it becomes a 

suitable input for DREM algorithm. The enhanced pattern is shown in Figure 6.3. 

 

Figure 6.3 – Detected pattern after enhancement 

Now we pass the enhanced pattern as input to DREM. DREM estimation is shown in 

Figure 6.4. 
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Figure 6.4 – frequency estimation with DREM 

As you can see in Figure 6.4, the frequency estimation doesn’t converge to some fixed 

value. The is because the input signal is noisy. Noise occurs from errors in vision system 

and camera distortion. However, if we take the average value of estimation over the last two 

thirds, we get good estimation for tracking task. 

For this example, we obtained: 

0.2440 2

0.0388

f

f

 = =

 =
 

It is to be noticed that frequency in input signal and the estimated one have big 

difference in values. Why is that? 

As we said, our object was generated with Simulink. The block “VR sink” takes the 

3D model of the object and displays it as a video stream with some specified sample rate. 

This process has big computation cost which means that we can’t show the object in real 

time as specified in sinusoidal signal. The object will move exactly as specified with input 

signal but slower than it. And it gets slower and slower as we increase sample rate. This is 

not a problem because software of our system records the real time of each frame and it 

calculates the physical counterpart of time as a shift in millimeters on x axis. 
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To find tracking error we observe the object for extra 17 seconds, and for the same 

extra time we predict the future position of the object using our software. Thus, tracking 

error will be the subtracting of those two figures; as shown in Figure 6.7. 

 

Figure 6.5 – real future trajectory 

 

Figure 6.6 – predcited future trajectory 
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Figure 6.7 – tracking error 

As you can see in Figure 6.7, maximum error value is 25 pixels. If the screen is on 

400 mm from the camera, then 25pixels = 4.95mm. it is to  be noticed that error value gets 

bigger with time because lack of information obout object position. 

6.2 Experiment_2: moving pattern of two frequencies 

The ball object was assigned with the following moving pattern: 

( ) ( ) ( )( )2.66 sin 0.19 sin 1.69y t t t= +  

For this experiment, all figures and results are shown in Figure 6.8. 
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Figure 6.8 – Results of experiment 2. Figure (a) represents the detected pattern. 

Figure (b) represents frequencies estimation with DREM. Figure (c) represents the 

estimated trajectory vs the reals trajectory. the dashed vertical line divides the figure into 

two areas, left during observation, right after turning off the camera. Figure (d) represent 

the trajectory estimation in pixels. the dashed vertical line divides the figure into two areas, 

left during observation, right after turning off the camera. 

As you can see in Figure 6.8, maximum error value is less than 25 pixels. For a screen 

about 500mm from the camera, this error value = 4.9mm. It is to be noticed that error value 

gets bigger with time because lack of information obout object position. 

 

6.3 Experiment_3: moving pattern of four frequencies 

The ball object was assigned with the following moving pattern: 

( ) ( ) ( ) ( ) ( )( )0.66 sin 0.19 sin 0.09 sin 0.39 0.2sin 1.69y t t t t t= + + +  

For this experiment, all figures and results are shown in Figure 6.9. 
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Figure 6.9 – Results of experiment 3. Figure (a) represents the detected pattern. 

Figure (b) represents frequencies estimation with DREM. Figure (c) represents the 

estimated trajectory vs the reals trajectory. the dashed vertical line divides the figure into 

two areas, left during observation, right after turning off the camera. Figure (d) represent 

the trajectory estimation in pixels. the dashed vertical line divides the figure into two areas, 

left during observation, right after turning off the camera. 

As you can see in Figure 6.9, maximum error value is less than 25 pixels. For a screen 

about 500mm from the camera, this error value = 4.9mm. It is to be noticed that error value 

gets bigger with time because lack of information obout object position. 

 

To make the proposed method more realistic, we applied the second experiment on a 

real scence ehich is a wall of a building (see Figure 6.10). We suppose that a object moved 

on a small area of that wall 12*5 meters, with a pattern as in experiment 2.  
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Figure 6.10 – building façade captured by a camera 25 meters far from it. 

By enlarging the small considered area, we get a more detailed view see Figure 6.11. 

 

Figure 6.11 – enlarging the area in Figure 6.10. 

So by projection of the detedted and estimated patterns on that area we get an 

estimation error of 30cm (see ).  
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Figure 6.12 – projection of the detedted and estimated patterns on the considered 

area 
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Conclusion 

In this research, a new approach to track objects and predict future trajectories has 

been presented and discussed. The efficiency of this method was tested in the laboratory on 

a target that moves with periodic moving patterns. The results and tracking errors (Figure 

6.7, Error! Reference source not found. and Error! Reference source not found.) show 

that the tracking error is relatively small when using this system in a laboratory or big hall. 

Also, results promise that this research could be enhanced by future work (especially in the 

field of discrete signal processing) and used for tracking objects in unmanned aircraft. 

Pros and Cons of the proposed approach: 

Pros 

1. the implemented system is useful for tracking objects in the conditions of a 

room, laboratory or big hall especially for those objects that move with a 

predefined trajectory and don't change their trajectory depending on the 

environment.  

2. with additional work on filtering the detected pattern, more work on discrete 

signal processing this system could be improved to track objects in 

environments with wider space, like tracking cars on road or drones in the sky. 

Cons 

1. This system faces a difficulty when we implement the whole system to work 

totally automatically. The reason for that is we need in advance to know how 

many frequencies involved in the detected pattern. This issue could be solved 

with Fourier Transform. But additional signal processing needed to be done 

before using Fourier Transform. 

2. Noisy detected pattern leads to bad Estimation with DREM. In each experiment 

in chapter 6, we generate the pattern for the object center. So, we can’t 

guarantee that the pixel in the object center is detected as the center in each 

frame. This leads to a noisy signal. And the larger the size of object with respect 

to frame size, the larger the noise become. For example, detected pattern in 
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Figure 6.2 is for a Target with radius three times bigger than Target in Error! 

Reference source not found.. It is clear that the later pattern is smoother (less 

noisy) than the first one.      

Future work 

It is very good step to test this system on a dataset contains trajectory of some drones 

and or aircraft. To do this we need in advance to study more about discrete signal processing. 

For example, to get an accurate estimation with DREM, we need to add some conditions on  

id  in equations 5.7 and 5.8. 
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